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ABSTRACT

We propose a general approach that precisely estimates the Quality-
of-Result (QoR), such as delay and area, of unseen synthesis flows
for specific designs. The main idea is leveraging LSTM-based net-
work to forecast the QoR, where the inputs are synthesis flows
represented in novel timed-flow modeling, and QoRs are ground
truth. This approach is demonstrated with 1.2 million data points
collected using 14nm, 7nm regular-voltage (RVT), and 7nm low-
voltage (LVT) technologies with twelve IC designs. The accuracy of
predicting the QoRs (delay and area) evaluated using mean absolute
prediction error (MAPE). While collecting training data points in
EDA can be extremely challenging, we propose to elaborate trans-
fer learning in our approach, which enables accurate predictions
cross different technologies and different IC designs. Our transfer
learning approach obtains estimation MAPE <3.7% over ~960,000
test points collected on 7nm technologies, with only 100 data points
used for training the pre-trained LSTM network using 14nm dataset.
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1 INTRODUCTION

Targeted specialization of functionality in hardware has become ar-
guably the best means for enabling improved compute performance
and energy efficiency. However, as the complexity of modern hard-
ware systems explodes, fast and effective hardware explorations
are hard to achieve due to the lack of guarantee in the existing in
electronic design automation (EDA) toolflow. Several major limita-
tions prevent practical hardware explorations [6, 16, 19]. First, as
the hardware design and technology advance, the design space of
modern EDA tools has increased dramatically. Besides, evaluating
a given design point is extremely time-consuming, such that only a
very small sub-space of the large design space can be explored.
Recent years have seen increasing employment of decision intel-
ligence in EDA, which aims to reduce the manual efforts and boost
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the design closure process in modern toolflows [5, 10, 12-14, 17-19].
For example, various of machine learning (ML) techniques have
been used to automatically configure the tool configurations of in-
dustrial FPGA toolflow [9, 12, 15] and ASIC toolflow [5, 8, 15, 17, 19].
These works focus on end-to-end tool parameter space exploration,
which are guided by ML models trained based on either offline
[19] or online datasets [6, 12]. Moreover, exploring the sequence of
synthesis transformations (also called synthesis flow) in EDA has
been studied in an iterative training-exploration fashion through
Convolutional Neural Networks (CNNs) [17] and reinforcement
learning [5]. In addition, neural network based image classification
and image construction techniques have been leveraged in place-
ment and route (PnR), in order to accelerate design closure in the
physical design stage [10, 13, 14, 18]. Specifically, this work focuses
on optimizing synthesis flows at logic level, where the problems
can be formulated as sequential decision making [5, 17].

While recent studies demonstrate that ML can improve the pre-
dictability of different EDA heuristics and toolflows, collecting
dataset can be very challenging due to the expensive runtime of
EDA tools. Specifically, existing works on optimizing logic synthe-
sis flows [5, 17] either require a large amount of efforts for collect-
ing training dataset, or need expensive reinforcement process for
training, which are not less likely to be practical. Thus, this work
proposes a novel approach based on a novel modeling of flows along
with Long Short-Term Memories (LSTMs) networks and transfer
learning, which aims to improve both forecasting performance and
reduce the required number of data points for training the models.
The main contributions of this paper are: (1) A closed formula is
introduced to represent the search space for arbitrary types of flows.
A timed-model that models flow as a discrete sequence using 2-D
matrix. (2) An LSTM based RNN regression architecture is pro-
posed. The inputs are flows in the timed-model matrix, and ground
truth are delay and area collected after technology mapping. (3) We
propose a transfer-learning approach that adapts the model learned
from one technology node to another technology node. This offers
the ability to estimate the performance for next/future technology
nodes. (4) The approach has been demonstrated with ~1.2 million
data points with 14nm, regular-voltage (RVT) 7nm, and low-voltage
(LVT) 7nm FinFET technologies, collected with 12 different IC de-
signs. We achieve testing mean absolute percentage error (MAPE)
<2.0% for specific design and technology, and testing MAPE cross
technologies and designs is <3.7% after transfer learning. (5) The
datasets and training code will be released publicly.



2 BACKGROUND
2.1 Synthesis flows and Search Space

Synthesis flows are a set of synthesis transformations that apply
iteratively to the input designs. The synthesis transformations are
mainly involved in three stages of the design flow: high-level syn-
thesis (HLS), logic synthesis (LS) and placement and route (PnR). For
different types of electronic designs, the flows need to be changed
accordingly. In general, there are two types of flows, none-repetition
flows and m-repetition flows [17]. Given n unique transformations, a
flow developed with these transformations is called none-repetition
flow if each transformation appears only once. The length of none-
repetition flows is n. For m-repetition flows, each transformation
appears m times. The length of m-repetition flows is m-n. In [17],
the upper bound of the search space for both types of flows are
discussed. For none-repetition flows, a closed representation n! is
the upper bound of its search space. An iterative formula is used
to describe the search space of m-repetition. However, the upper
bound was given as a range without a closed formula representa-
tion. A closed formula is introduced to describe the search space of
repetition flows. The search space for m-repetition flows is a multi-
set permutation problem. Specifically, for m-repetition flows with
n unique transformations, the search space is shown in Equation 1.

(n-m)!
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Using the multiset permutation concept, we generalize the for-
mula to describe the search space for any type of flows. Let n
be the number of unique transformation, the M-repetition flows,
M={m1, my, ..., my}, where m; is the number of repetitions of the
it? transformation. The total number of possible flows is shown in
Equation 2.
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2.2 Recurrent neural network
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Recurrent Neural Network (RNN) is a class of artificial neural net-
work with a chain of units in a directed graph sequence. RNNs per-
form the same computations for each unit in a sequence, and output
states depend on the previous states. In theory, RNNs can make use
of information in arbitrarily long sequences, but in practice, they
are limited to looking back only a few steps, called “Long-Term
Dependencies” problem [4]. LSTMs [4] are explicitly designed to
address the long-term dependency problem by adding control gates
to the recurrent units. Such controlled states are referred to as a
gated state or gated memory, which have been implemented as part
of LSTMs or other recurrent elements. An RNN composed of LSTM
units is often called an LSTM network. A common LSTM unit is
composed of a cell, an input gate, an output gate and a forget gate.
The cell is responsible for “remembering” values over arbitrary time
intervals.

2.3 Related Work and Motivating Example

Yu et al. [17] presented a deep learning based approach for gen-
erating design-specific synthesis flows for ABC. The main idea
of this approach is formulating the flow optimization problem as
a Multiclass Classification problem. The authors proposed to use

Convolutional Neural Network (CNN) based classifier that includes
two Convolution+MaxPool layers and three Dense layers. It shows
that the classifier can successfully distinguish the best and worst
flows given the design objectives. However, there are two main lim-
itations: 1) The classifier can only classify the flows into different
performance classes, however, it cannot distinguish the perfor-
mance of different flows within the same class. 2) The prediction
accuracy heavily relies on the labeling rules since the labels of the
flows are post-created based on the Quality-of-Result (QoR).

It is obvious that the first limitation comes from the idea of flow
classification. Therefore, we focus on illustrating the second lim-
itation. The single-metric and multi-metric rules are introduced
in [17] that label the synthesis flows based on single QoR or mul-
tiple QoR metrics, such as area, delay, etc. The labeling rule for
seven-classes labeling requires six QoR delimiters. For example,
let the six delimiters be the data point at 7%, 20%, 40%, 65%, 80%,
and 93% position of training datasets (assuming the training set
is sorted from best-to-worse QoR), namely Labeling rule 1 (Figure
1a). Alternatively, let the six delimiters be the data point at 5%, 15%,
40%, 65%, 90%, and 95% position of training datasets, namely Label-
ing rule 2 (Figure 1b). We compare the classification performance
of two labeling rules using the CNN architecture and the 64-bit
Montgomery Multiplier dataset proposed in [17]. The training and
testing of CNN Classifiers are done with Keras using Tensorflow as
backend. The results are shown in the confusion matrices in Figure
1.
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(a) Labeling rule 1. (b) Labeling rule 2.
Figure 1: Confusion matrices of two classifiers that trained
with two different labeling rules.

As mentioned in [17], the main tasks are searching for the best
(class 0) and worst (class 6) flows for a given design objective. The
results show that labeling rule 1 provides 98% accuracy for predict-
ing class 0, and 86% accuracy for class 6; labeling rule 2 provides
only 46% accuracy for class 0, and 89% for class 6. We can see that
using different labeling rules, the performance of the classifiers can
be very different. Note that the labeling rule input to this approach,
which should be defined by the user. These two limitations offer
the main motivation for our regression based approach.

As described previously, a synthesis flow is a sequence of trans-
formations. Mostly in IC design, QoR of a large number of synthe-
sized designs is a continuous variable. To achieve accurate estima-
tion of a continuous variable that is related to sequential behaviors,
we explore LSTM network regressor in this work. In the result



section, we also compare the performance with a regressor built
using the proposed CNN model [17].

3 MODELING

This section introduces the inputs of the neural network and ground
truth for the LSTM model. The inputs are the synthesis flows that
are represented by a 2-D matrix using a novel Timed-Model. The
ground truth includes delay and area results after technology map-

ping.

3.1 Inputs: Timed-Model of flows

Table 1: Illustration of timed-model of synthesis flows using
ABC default synthesis flow resyn. Synthesis transformation
at each time spot is shown above the visualized binary ma-
trix.
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As mentioned earlier, any flow includes a set of transformations
that perform iteratively. We illustrate the concept of timed-model
using one common logic synthesis flow provided in ABC [11], resyn,
which includes six transformations: balance (b), rewrite (rw), rewrite
-z (rwz), b, rwz, b. The time-line of applying resyn to designs is
shown in Table 1. Each transformation in this flow is applied to the
design at each time frame. For example, for time in range (0,t1), the
transformation balance is applied and it finishes at #;. Then, the sec-
ond transformation rewrite starts and finishes at t,. The whole flow
finishes at tg. Note that the runtime of different transformations
can be very different; and the runtime of the same transformation
at different stage could be different as well. In this work, the run-
time of each transformation is not included in the modeling. This
means that the timed-model of the flows is considered as a discrete
sequence. Using one-hot encoding for the three transformations
in resyn, let balance=[1 0 0], rw = [0 1 0], and rwz = [0 0 1]. The
resulting timed-model of resyn is shown in Table 1.

A more complex example is shown in Table 2. The input synthesis
flow is an ABC synthesis flow including six transformations, balance
(b), restructure (rs), rewrite (rw), refactor (rf), rewrite -z (rwz), refactor
-z (rfz), and these transformations are repeated four times. The
length of this synthesis flow is 24 such that it requires 24 time-
frames to complete. With total six transformations, the final model
of this synthesis flow is a matrix of shape (6,24) (Figure 2). This
type of matrices will be the input to the neural network for training
and inference.

3.2 Ground truth

In the context of machine learning, the ground truth is a mea-
surement of the target variable(s) for the training and testing data
points. In other words, the ground truth defines the objective(s)
of the learning model. In the scenario of training a regressor for
synthesis, taking synthesis flows as inputs, the ground truth could
be synthesis runtime, critical path delay, total logic area, XOR counts,
etc. Similarly, this can be extended to other flow performance es-
timation problem such as placement and route, with the ground
truth being worst negative slacks, total negative slacks, routing length,
etc. In the result of this paper, the demonstration and evaluation of
the proposed approach specifically target on synthesis flows of the
open source logic synthesis framework ABC [11]. The ground truth
includes critical path delay (delay in short) and logic area (area in
short).

4 APPROACH

This section presents the implementation of LSTM based RNN
regressor, training setup and the summary of datasets.

4.1 LSTM network architecture

The RNN regressor architecture is presented in Table 3. The re-
gressor is designed with LSTMX2, Batch Normalization (BN)x4,
Dropoutx1, and Dense layersx3. The first column shows the layers
and its type in a top-down order. The second column presents the
output shape of the current layer, and the last column shows the
number of parameters in each layer. The activation function of the
Densel and Dense2 layers is ReLu. The output layer is implemented
with a dense layer where the number of units equals to the ground
truth dimension, dim. In this work, the ground truth dimension is
one, i.e., either area or delay. The activation function for the last
layer is Linear.

4.2 Datasets

The datasets are generated by logic synthesis tool ABC [11], with
100,000 random flows generated. All 100,000 flows are applied to
three different designs, 64-bit Montgomery Multiplier, 64-bit ALU
and 128-bit AES core, using 14nm, 7nm RVT and 7nm LVT tech-
nologies. For exploring the transferability cross designs and tech-
nologies, we apply the first 20,000 random flows to nine more de-
signs with different IPs (intellectual property) (Table 4), including
cryptographic hash SHA, RISC (Reduced Instruction Set Computer)
architecture Open RISC 1200 OR1200, etc. These designs are ob-
tained from OpenCore [1]. Note that some of the random flows
fail because of the internal ABC crashes (segment fault reported).
There are three failure cases observed while applying to the Mont-
gomery multiplier, and 263 failure cases for the AES core. There
are ~300,000 data points generated using 14nm technology with 3
designs, and ~960,000 data points using 7nm technologies with 12
designs. The summary of the datasets is shown in Table 4.
Random flows: Each random flow includes six different transfor-
mations, and each transformation can repeat four times (example
shown in Table 2), resulting in totally twenty-four transformations
in each flow. These 100,000 random flows are generated by ran-
domly permuting these twenty-four transformations.



Table 2: Example of a 24 transformations long 4-repetition synthesis flow using the presented timed-model, with six unique
transformations, {rw, rwz, b, rs, rfz, rf}. The complete synthesis flow is shown in the second row and synthesis transformation

at each time spot is shown above the visualized binary matrix.
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Table 3: LSTM based RNN model architecture, including the
output shape and number of parameters of each layer.

[ Layer:Type | Output Shape | # Param

TLSTM1 (None, 24, 128) 68608
2:BN1 (None, 24, 128) 512
3:LSTM2 (None, 128) 131584
4BN2 (None, 128) 512
5:Densel (None, 30) 3870
6:BN3 (None, 30) 120
7:Dense2 (None, 30) 930
8:BN4 (None, 30) 120
9:Dropout (None, 30) 0
10:Dense3 (None, dim) 31xdim

Inputs and Labels: The inputs of the neural network are the flows
using the timed-model matrix representation with shape (6,24). The
labels include the delay/area results by applying the random flow
following by ABC technology mapping (command: map -v).

Table 4: Summary of Datasets. Data points are generated
with 100,000 random flows using three different technology
libraries using the first three designs. For the rest of the
designs, the data points are collected with 20,000 random
flows using the 7nm RVT and LVT FinFET technologies. The
ground truth are the QoRs (delay or area) that are collected
after technology mapping. *RVT = Regular Voltage Transistor;
*LVT = Low Voltage Transistor.

Design 14nm 7nm RVT 7nm LVT
64-bit Montgomery 99,997 99,997 99,997
64-bit ALU 100,000 100,000 100,000
128-bit AES core 99,737 99,737 99,737
LUSPEng - 20,000 20,000
Stereovison0 20,000 20,000
Stereovisonl 20,000 20,000
SHA 20,000 20,000
raygentop 20,000 20,000
OR1200 20,000 20,000
Boundtop 20,000 20,000
blob_merge - 20,000 20,000
bgm - 20,000 20,000
[ Inputs Ground truth |
I Flow ] (6, 24) [ Delay/Area I (1,1) |

4.3 Training setups and pre-processing

Training setups: The loss function is the mean squared error (MSE)
and is optimized with Adam optimizer [7] with learning rate=0.001,
£1=0.9, f2=0.999. The batch size used in this work is 256 and models
are trained for 1000 epochs.

Pre-processing (Data normalization): The training data points
are normalized before model training. Specifically, the label vectors

are normalized by subtracting its mean and dividing its range. The
mean and range are used to reconstruct the ground truth at testing.

5 TRANSFERABILITY CROSS DESIGNS AND
TECHNOLOGIES

Transfer Learning e ——— =
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Figure 2: Overview of transfer-learning cross different tech-
nologies. Initial model is trained using 20% of the 14nm
datasets. The pre-trained model is updated using <100 new
data points, which are produced using unseen 7nm technolo-
gies and IC designs.
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We explore the transferability over different technologies and
designs using the approach shown in Figure 2. The main idea is to
utilize the model pre-trained with 14nm data points and update the
model with little data points to predict for unseen 7nm technologies
and designs shown in Table 4. In this work, we restrict the number
of data points for transfer learning to be <100. Specifically, the
results of transfer learning using {10, 25, 50, 100} data points are
included in the result section. The evaluations are made using the
rest of the 7nm datasets.

5.1 Transfer Learning Strategies

Two transfer learning approaches are implemented.

Updating Dense Layers: This approach takes the pre-trained
model and turns the LSTM layers to be non-trainable, i.e., layers 1-4
shown in Table 3. The main intuitions of this approach are that 1)
the sequential behavior of the synthesis flows could be similar over
different designs and technologies, and 2) the sequential features
have been learned mostly in the LSTM layers. In this case, there
are only about 5,000 parameters in the pre-trained model that need
to be updated during transfer learning.

Updating All Layers: However, if the sequential behaviors of the
synthesis flows are different over different designs and technologies,
the model could fail to converge without updating the LSTM layers.
Hence, this approach updates the parameters of all layers in the
pre-trained model.
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Figure 3: Visualization of delay prediction with the remaining ~80,000 data points of 14nm Montgomery dataset as testing
inputs. Each sub-set includes 20,000 test results (last sub-set includes 19,997). Overall prediction accuracy over 79,997 test

points is 99.6%.

6 RESULT

First, the pre-trained model is evaluated with 14nm datasets by
evaluating the delay and area prediction accuracy, with 20,000
data points for training and ~80,000 for evaluation for each design
(Table 4). Secondly, we evaluate our transfer learning approaches
on the delay and area of the 7nm RVT/LVT datasets. The training
and testing are conducted on a server with 28 Intel Xeon CPU
E5-2690 v4 processors and 256 GB memory. The experiments are
implemented in Python3 using Tensorflow-Keras [2].

6.1 Evaluation within 14nm datasets

The results in this section use the training setups provided in Sec-
tion Approach, with epochs=1000, and 20% training data for val-
idation. The training results using the 14nm datasets (delay) of
64-bit Montgomery multiplier, in which the training data points
fit perfectly after 1000 epochs with MAPE 0.25 (N-MAPE will be
99.75). The model is then tested using the remaining 80,000 14nm
data points. The testing results are shown in Figure 3. The testing
dataset is randomly split into four subsets, with each sub-set includ-
ing ~20,000 points. Unlike most machine learning tasks, we
intentionally use small portion of the dataset to train the
network and the remaining dataset for testing in order to
demonstrate the generalizability of the proposed approach.
This is particularly important for EDA tasks since collecting
data points is very challenging. This is used to demonstrate that
the prediction accuracy does not differ much while choosing dif-
ferent inputs. The MAPEs for delay prediction are 0.37, 0.37, 0.36,
and 0.37, with an overall MAPE 0.37. Similarly, we evaluate our
approach using the 14nm datasets of all three designs, with average
prediction MAPE< 2.0% with ~80,000 data points for each QoR
objective (see Table 4).

6.2 Transfer Learning: cross designs and
technologies

This section presents the evaluation results of transfer learning
using the approaches shown in Figure 2. The testing datasets are
the 7nm datasets shown in Table 4. We first show the complete
delay prediction results using 64-bit GF multiplier design. The initial
model is pre-trained with 20,000 14nm data points. Then, we update
the weights of all layers of this model with 100 7nm data points
from the same design. The rest data points for each technology

are used for testing. The prediction accuracy is >99.5% for both
7nm technologies. Note that these show the transferability cross
the technologies only.
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Figure 4: Visualization of 7nm delay predictions using trans-
fer learning with prediction accuracy >99.5%. Initial model
is trained with 64-bit GF multiplier 14nm datasets, and is
updated with 100 7nm data points.

To explore the transferability cross both designs and technolo-
gies, we apply transfer learning to all 12 designs with the initial
model pre-trained with 14nm GF delay dataset. Note that indus-
trial studies indicate that machine learning based electronic design
systems require a minimum of 95% accuracy for performance es-
timation [3]. More importantly, these systems are required to be
stable (i.e., have similar accuracy) for different types of designs. The
results of two approaches, updating dense layers only and updating
all layers, are included in Figure 5. To demonstrate the advantages of
transfer learning, the results of training a new model from scratch
using the same amount of data points, without pre-training on 14nm
data first, are included as a baseline. It shows that transfer learning
by updating all layers provides the best results over all designs,
for delay and area estimations. Our approach obtains MAPE<3.7%
(N-MAPE>96.3%) for delay and area over all designs, while model
is trained with only 100 data points collected on 7nm. In compari-
son to transfer learning approaches, training a new model without
transfer learning yields much worse accuracy due to insufficient
training data. This indicates that transfer learning is helpful when
the size of available training data is limited.

We also compare our LSTM network with the CNN based ap-
proach. We modify the model released in [17] by 1) changing the the



output layer from multi-channel softmax output to single-channel
linear output and 2) adding BN following the Convolutional layers.
For fair comparison, we only compare the delay/area estimation
accurate for GF, AES, and ALU designs that were used in that
work. It shows that with 100 training data points, CNN regressor
performs much worse than the LSTM regressor (Figure 5). The
transfer-learning results using CNN approach are not included
since they perform worse than training new CNN model.
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Figure 5: Evaluation of two transfer learning approaches us-
ing 25/50/100 data points.

Finally, we try to find the minimum number of data points for
transfer learning to achieve reasonable accuracy. Specifically, we
choose the approach of updating all layers, and set the number of
training data points to 5/10/25. The results are shown in Figure
6. For both delay and area, the estimation accuracy significantly
decreases with <10 data points. This suggests that at least 25 data
points are needed for the proposed transfer learning approach
to achieve stable estimation accuracy cross different designs and
technologies.

—< Delay 25
Delay 10
-<- Delay 5
~B- Area 25
- Area2s
-®- Areas
90

85

Accuracy (%)

80

75
\»ﬂ‘,ea‘ ' q\(,\o(‘ q\s\dh}*

‘\ﬂ“ o ““e‘“ “\e@%s‘“ o« E;,,ﬂ“ e

Figure 6: Evaluation of transfer learning (updating all lay-
ers) for delay and area estimation using 5/10/25 data points.

7 CONCLUSION

This paper presents an RNN regression based approach that pre-
cisely estimates the delay and area of synthesis flows. The proposed

RNN regressor is constructed using LSTM network with batch nor-
malization and dense layers. To enable accurate predictions for
future technologies and different designs, we propose a transfer-
learning approach that utilizes the pre-trained model and requires
much less training data. The demonstrations are made with logic
synthesis tool ABC using 14nm and 7nm FinFET technologies, and
models are tested over 1.2 million data points. The results show
the prediction accuracy of delay and area is >98.0% for single tech-
nology, and the prediction accuracy after transfer-learning cross
designs and technologies is >96.3% with only 100 new data points.
This demonstrates that the proposed transfer learning approach
can effectively learn to estimate QoR for unseen technologies and
designs. Future work will focus on performance estimations at
physical layout level (e.g., silicon routing congestion), and 5nm
technologies.
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